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What Is Happening?
Advances in computing power combined with rapid improvements in the quality of photo and video 
technology developed by the security industry over the last 15 years have allowed facial recognition tech-
nology to develop and mature. Today, this proven technology is used in many ways to improve privacy and 
security through more accurate identity authentication, and benefit consumers and society. Facial recogni-
tion is critical to the security field because it enhances capabilities of solutions like video security, access 
control and identity management systems for the protection of people, property and information.   

At the same time, there are many misconceptions about facial recognition technology in the U.S., driven 
by not only TV and movies but also biased media narratives and provocative reports not supported by 
facts and designed to create fear and mistrust in the technology, the industry and various public safety 
agencies.  

There is often a perception of a false choice between privacy and security that distorts the actual poten-
tial trade-offs. For example, in verification, facial recognition is used mostly in cases where individuals 
have consented or are required to prove their identities; as a result, making existing identity verification 
processes faster and more accurate has no negative impact on privacy.

These flawed narratives also often cite reported uses of technology in other nations that would never be 
acceptable in the U.S. or permitted within its law and policy framework. To be clear, any technology tool 
could be misused by those that wield it. The Security Industry Association (SIA) believes all technology 
products, including facial recognition, must only be used for purposes that are lawful, ethical and non-dis-
criminatory. Advanced image and video analysis can and should be a catalyst for good in the world. 

For many years, use of advanced facial recognition technology has 

benefited Americans in countless but underpublicized ways – helping 

to find missing children, fight human trafficking, secure the border, 

find dangerous criminals, bring sexual predators to justice and thwart 

identity thieves. Rapid growth, particularly for commercial uses, has 

prompted important discussions related to data privacy and increasing 

transparency and accountability measures; however, recent calls for 

complete bans on facial recognition technology (such as recently in 

San Francisco) are based on a misleading picture of how the tech-

nology works and its real-world uses. Americans deserve to know the 

facts. Some of the common myths are addressed here. 

https://www.wired.com/story/san-francisco-bans-use-facial-recognition-tech/
https://www.wired.com/story/san-francisco-bans-use-facial-recognition-tech/
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How Does the  
Technology Work?
Fundamentally, facial recognition technology 
performs comparisons of digital photos. (Note: 
Facial recognition is distinct from other types of 
analytics, which include object identification and 
categorization, as well as face detection and cate-
gorization, which are not designed to help identify 
an individual.) Each photo is converted to a unique 
numerical value (called a faceprint or template) 
based on measurements of facial features and 
associated with an identity in a database. Compar-
ison images are captured either by taking photos 
or extracting them from video. These photos are 
similarly converted to numerical values, then 
compared using an algorithm. This process results 
in a similarity score based on the probability that 
the photos are of the same person.

Facial recognition has two distinctly different 
configurations that are further adapted and tuned 
for various purposes in different scenarios. 

• Authentication/Verification – helps verify a 
person is who they claim to be.
In this case, the system checks a submitted 
photo against an existing template to verify 
that it is the same person, hence the term 
one-to-one (or 1:1) matching. Performance is 
measured by the verification rate – the rate at 
which the system successfully verifies that a 
pair of images are of the same person based 
on the similarity score. 

The primary benefit of this configuration is 
providing an additional factor for authenticating 
an individual and greater assurance that an 
individual is who they are claiming to be. This 
configuration is applicable to banking, elec-
tronic payment, personal electronic device 
unlocking, employee time and attendance, 
secure building or door access for employees 
and guests, air traveler entry-exit and other 
border crossing systems, passports, preventing 
identity theft and fraud and other uses. 

• Identification/Discovery – helps determine 
who a person is.
In this case, the system compares a photo of an 

unknown person to a set of existing templates 
in a data set that can range from large databases 
to a small watchlist. This is called one to many 
(or 1:N) matching. Searches of the data set using 
an algorithm return a candidate photo or group 
of candidate photos based on the similarity 
score. If there are no close potential matches, 
none are returned. Performance is measured 
by the accuracy rate – the rate at which the 
matching image is returned as a candidate – or, 
conversely, the failure rate – the rate at which a 
matching image is not returned despite being in 
the data set. 

The primary benefit of this configuration is that 
it automates the initial step of sifting through 
large numbers of photos, where it is more 
efficient, objective and accurate than human 
analysts performing this same initial step manu-
ally prior to reviewing potential matches.

Because there are so many uses of facial recog-
nition technology, accuracy thresholds are highly 
configurable and set based on the specific use 
case and needs of the user – for example, by 
returning results above a 90% similarity score. 
There are legitimate reasons why a user would 
need to set a lower accuracy threshold to return 
more candidates for human review. Having a 
low-quality comparison image or one in which 
expressions or various other factors can affect the 
threshold means the matching photo could have 
a lower similarity score than other comparison 
images in a data set. A lower threshold would also 
be helpful, for example, in searching for someone 
who went missing as a child and would be much 
older in current photos.

It is critical to understand that for identification/
discovery, “false positive” results are inevitable 
due to the simple fact that similarity scores are 
based on probability. Developers have configured 
systems to continuously learn and improve, so 
the prevalence of false positives can be reduced 
over time. Unlike with a medical test, for example, 
the fact that a system may frequently return false 
positive match candidates doesn’t mean facial 
recognition technology is flawed; it does, however, 
highlight the importance of setting the appropriate 
similarity threshold for a given use – the right tool 
for the right job – and the necessity of human 
review and confirmation where match determina-
tions could have significant implications, such as in 
law enforcement investigations. 
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Why Is There  
Confusion About  
Facial Recognition?
There is considerable variation in the types of facial 
recognition technology, who uses it, the purposes for 
which it is used and use settings (e.g., commercial, 
private security, government and law enforcement). 
Facial recognition can also be quite technical and 
cause confusion over terms that may have different 
meanings in the field versus everyday contexts. 
Due to the variety of uses, it is difficult to generalize 
about technology and more difficult still to conceive 
one-size-fits-all policies; however, the technology is 
well-established for many uses and rapidly expanding 
in others due to natural advantages it has over other 
biometric technologies and increasing affordability, 
ease of deployment and processing speed.

Government and Law  
Enforcement Use
Most Americans expect police to use every lawful 
method at their disposal to protect our communities. 
For well over a decade, federal, state and local law 
enforcement have used facial recognition technology 
as an effective tool in investigations. Many public 
safety officials feel that this biometrics technology is 
becoming a game-changer for keeping our communi-
ties safe, much like fingerprinting and DNA matching 
when they came into widespread use, pointing to 
instances where crimes would have never been 
solved or prevented without it (examples follow). 

Facial recognition has demonstrated value to help 
narrow searches for suspects more quickly, find 
missing children, rescue human trafficking victims, 
exonerate the innocent, identify the deceased and 
other efforts to assist the public. In these uses, the 
technology does not make a positive identification 
but rather makes a first pass at suggesting poten-
tial matches. Police routinely do the same thing 
manually by looking through hundreds of mugshots 
with victims or canvassing areas with photos. They 
also routinely search for suspects by name only; 
criminals use aliases and fraudulent identities every 
day, harming public safety by slowing time-critical 
investigations and wasting taxpayer resources. 
Additionally, searching for a common name (e.g., 
John Smith) could yield hundreds of results that 
must be narrowed down using traditional methods. 
Facial recognition technology simply automates 
and improves the first step in these processes to 
identify potential matches.

Questions raised about government use, particu-
larly by law enforcement, have generated the most 
confusion and concerns regarding facial recognition 
technology; however, there are many successful 
law enforcement uses of facial recognition in the 
U.S. under established policies and procedures that 
address transparency, use limitation, data secu-
rity and other privacy-related issues. The Bureau 
of Justice Assistance at the U.S. Department of 
Justice has developed a model policy development 
template for use by law enforcement, and use 
cases and related policies across the country have 
been detailed in the Integrated Justice Information 
Systems Institute’s Law Enforcement Facial Recog-
nition Use Case Catalog. 

https://www.bja.gov/Publications/Face-Recognition-Policy-Development-Template-508-compliant.pdf
https://www.bja.gov/Publications/Face-Recognition-Policy-Development-Template-508-compliant.pdf
https://cdn.ymaws.com/www.ijis.org/resource/collection/93F7DF36-8973-4B78-A190-0E786D87F74F/IJIS_WP_LEITTF_FR_UseCasesRpt_20190322.pdf
https://cdn.ymaws.com/www.ijis.org/resource/collection/93F7DF36-8973-4B78-A190-0E786D87F74F/IJIS_WP_LEITTF_FR_UseCasesRpt_20190322.pdf


Face Facts: Dispelling Common Myths Associated With Facial Recognition Technology4

Myths vs. Facts
It is critical that community leaders and the public understand basic facts about facial recognition. Good 
policy must be fully informed by the facts, not a misleading picture of facial recognition technology and its 
real-world uses. Below are some common myths along with facts about how facial recognition works and 
is used in the U.S., many involving police or government use.  

MYTH 1: Use of facial recognition technology in the U.S. is “out of control” with no safeguards.

FACTS: Far from a rules-free environment, use of this technology is subject to an existing framework 
of laws, regulations, administrative rules and best practices that address many privacy and civil 
liberties concerns. Government use is bounded constitutionally by the First, Fourth, Fifth and Fourteenth 
Amendments, which prohibit use to suppress free speech and religious expression and protect citizen’s 
rights to due process and equal protection and against unreasonable searches and seizures. Both public and 
private entities are subject to the Civil Rights Act and other state and federal anti-discrimination laws. 

In another example, federal law clearly allows states to share driver’s license data, including digital 
photos with federal agencies, but only for law enforcement and other narrow purposes. Many states 
query their motor vehicle and criminal records databases using the technology to fight fraud and identity 
theft – uncovering thousands of fraud cases each year – and assist state and local law enforcement inves-
tigations; some states do so if requested by the Federal Bureau of Investigation (FBI), but only subject 

https://www.wral.com/news/local/story/4158631/
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to voluntary information-sharing agreements with 
specific parameters. The privacy policy for the FBI’s 
program shares in great detail the procedures the 
agency and its state partners follow in handling 
and safeguarding data used in facial recognition 
searches. Sound use policies play a key role in 
protecting privacy. The American Association of 
Motor Vehicle Administrators  has also developed 
a set of facial recognition best practices and model 
policies that address these concerns. Most biomet-
rics technology providers have recommended use 
policies and training that guide end users on appli-
cations such as data capture, data retention and 
notifying subjects of biometric collection practices 
in a transparent manner. 

As use of facial recog-
nition for commercial 
purposes rapidly grows, 
there are several 
important data privacy 
considerations. For 
commercial, non-secu-
rity use, SIA supports 
the Privacy Best Prac-
tice Recommendations 
for Commercial Facial Recognition Use developed 
by the National Telecommunications & Informa-
tion Administration through public-private sector 
collaboration. The best practices cover aspects of 
deployment including transparency, data manage-
ment, third party disclosure and security safe-
guards. 

MYTH 2: You can be misidentified by law enforce-
ment due solely to facial recognition errors.  

FACTS: Despite provocative reports’ concerns about 
technology errors causing “misidentification” and 
their implications, the bottom line is that in inves-
tigative applications, facial recognition tech-
nology itself does not make a final match deter-
mination and therefore cannot identify a person 
as someone they are not. A “false positive” is not 
misidentification; it is part of how the process works 
to create a gallery of potential matches based on a 
similarity score. In all known U.S. law enforcement 
use cases, a facial recognition search is just one part 
of in an identification process requiring a human 
examiner to confirm whether one of the computer- 
provided potentially matching photos actually 
matches the submitted image. There is also a misun-
derstanding of what accuracy means when it comes 
to facial recognition technology. Under the National 

Institutes of Standards and Technology (NIST) Facial 
Recognition Vendor Test Program – known as the 
gold standard for algorithm testing – accuracy is 
defined as the likelihood that a matching photo 
from a database is produced as one of the candi-
dates (in a 1:N search). An “inaccurate” result in the 
real world simply means that the system fails to 
retrieve the matching photo, the technology would 
not be able to assist with identification and other 
means would be used. If a system is configured 
to return three photos with the highest scores and 
the search is successful, one will be a match and 
two will be false positives. Returning false positive 
match candidates does not indicate that system 
is flawed since it is designed to create a gallery of 

potential matches. Search results are not considered 
evidence; they can only supply investigative leads 
that may or may not prove of value. A final determi-
nation of whether a match exists is made visually 
by trained law enforcement analysts. Further steps 
to verify an individual’s identity are part of the police 
work following this visual determination. Typically, 
candidate images are deleted after this process, 
while an auditable record of the query is retained.
 
MYTH 3: Facial recognition technology has an 
inherent racial bias that justifies a complete ban 
on its use.

FACTS: Technology developers strive to make 
continual accuracy improvements that help 
systems match successfully and consistently 
from large sets of photos representing all popula-
tion segments. In some cases, facial recognition 
algorithms were tested and found to have more 
difficulty identifying women and individuals with 
features common to certain ethnic groups rela-
tive to others; however, statistical inconsistency 
in performance, where found, is not “bias” in its 
everyday (versus academic) context. More impor-
tantly, the argument that algorithms perform 
less effectively across the board for African 
Americans and females isn’t factual.

Trained forensic examiners performed best when 
supported by facial recognition technology and  
the most accurate performance resulted when  
these efforts were combined. 

https://www.fbi.gov/services/records-management/foipa/privacy-impact-assessments/facial-analysis-comparison-and-evaluation-face-services-unit
https://www.aamva.org/WorkArea/DownloadAsset.aspx?id=7061
https://www.aamva.org/WorkArea/DownloadAsset.aspx?id=7061
https://www.ntia.doc.gov/files/ntia/publications/privacy_best_practices_recommendations_for_commercial_use_of_facial_recogntion.pdf
https://www.ntia.doc.gov/files/ntia/publications/privacy_best_practices_recommendations_for_commercial_use_of_facial_recogntion.pdf
https://www.ntia.doc.gov/files/ntia/publications/privacy_best_practices_recommendations_for_commercial_use_of_facial_recogntion.pdf
https://www.nist.gov/programs-projects/face-recognition-vendor-test-frvt
https://www.nist.gov/programs-projects/face-recognition-vendor-test-frvt
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Recent research suggests that newer algorithms, 
including many of the top-performing ones tested 
by NIST, have accuracy rates for African Americans 
equal to or even higher than those for other groups. 
According to NIST, between 2014 and 2018 facial 
recognition software got 20 times better overall at 
searching a database to find a matching photo-
graph. After testing 127 software algorithms from 
39 different developers – nearly all the leaders in the 
field – the combined failure rate was just 0.2 percent, 

meaning systems were 99.8 percent accurate 
compared to 96 percent accurate four years before.
Consistent performance across all demographic 
groups is a crucial issue that deserves further study 
and review and should be a key objective of facial 
recognition technology developers. Inconsistencies 
are being mitigated as developers use more diverse 
data sets and improve facial point collection and 
algorithms, according to researchers at IBM and the 
Massachusetts Institute of Technology. 

However, calls for banning the technology misun-
derstand the role of accuracy rates in everyday 
usage of facial recognition systems and miscon-
strue the real-world implications when algorithms 
may not work as well as intended.  

Much of the concern about racial bias was fueled by a 
2018 American Civil Liberties Union (ACLU) blog post 

regarding a one-time test of Amazon Web Services’ 
(AWS) Rekognition, a cloud-based tool for “identifying 
people, objects and scenes.” According to the ACLU, 
it gathered 25,000 publicly available arrest photos 
and, using the software, ran a search against official 
photos of the 535 members of Congress, returning 
“false matches” for 28 of them. The ACLU claimed 
that since 11 of these matches, or 40 percent, were 
people of color, and only 20 percent of Congress 
overall are people of color, there is evidence of racial 

bias in facial recogni-
tion systems. One of 
several critical flaws 
in this analysis is that 
it used a low accu-
racy threshold of only 
80 percent – casting 
significant doubt on its 
methods and conclu-
sion. A lower threshold 
may be effective 
enough for other uses 
such as finding out 
which president or first 
lady you might look 
like, but the ACLU cites 
these results as justi-
fication for a complete 
ban on law enforce-
ment use of facial 
recognition. For most 
public safety purposes, 
technology providers 
recommend setting 
accuracy thresholds 

as high as possible given current performance levels. 
AWS later conducted a similar test of the software 
using a 99-percent threshold and a vastly larger and 
diverse data set of 850,000 images – which returned 
zero “false matches” for members of Congress. 

MYTH 4: People can match faces better than 
computers. 

FACTS: Facial recognition technology can be as 
good as or even better than humans in deter-
mining whether two photographed images are 
of the same person and can do so in a fraction of 
the time. Human reviewers can also be prejudiced in 
ways computers cannot. In the most comprehensive 
examination to date, a team of scientists from NIST 
and three universities evaluated and compared the 
performance of people with varying levels of face 
recognition training against their facial recognition 

https://arxiv.org/ftp/arxiv/papers/1904/1904.07325.pdf
https://www.ibia.org/download/datasets/4899/IBIA-San%20Francisco%20Ban-Comments.pdf
https://www.nist.gov/news-events/news/2018/11/nist-evaluation-shows-advance-face-recognition-softwares-capabilities
https://www.ibm.com/blogs/research/2019/01/diversity-in-faces/
http://www.aies-conference.com/wp-content/papers/main/AIES-19_paper_220.pdf
https://www.aclu.org/blog/privacy-technology/surveillance-technologies/amazons-face-recognition-falsely-matched-28
https://www.geekwire.com/2018/president-first-lady-look-like-amazon-helps-provide-answer-white-house-app/
https://www.geekwire.com/2018/president-first-lady-look-like-amazon-helps-provide-answer-white-house-app/
https://www.geekwire.com/2018/president-first-lady-look-like-amazon-helps-provide-answer-white-house-app/
https://www.geekwire.com/2018/president-first-lady-look-like-amazon-helps-provide-answer-white-house-app/
https://aws.amazon.com/blogs/aws/thoughts-on-machine-learning-accuracy/
https://www.nist.gov/sites/default/files/documents/2016/12/14/facerecognitionalgorithmssurpasshumans.pdf
https://www.nist.gov/news-events/news/2018/05/nist-study-shows-face-recognition-experts-perform-better-ai-partner
https://www.nist.gov/news-events/news/2018/05/nist-study-shows-face-recognition-experts-perform-better-ai-partner
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FACTS: During the rollout of biometric entry-exit 
systems using facial recognition systems at U.S. 
airports by U.S. Customs and Border Protection 
(CBP), activists have made numerous false claims. 
The CBP has laid out the facts about this program, 
and many of the misleading claims have been 
identified and refuted in detail by the International 
Biometrics + Identity Association. The legal authority 
has been provided in numerous acts of Congress 
and executive actions, and the necessary handling 
and protection of U.S. citizen data to carry out the 
program is conducted in a very clear and well-de-
fined process. In addition to the homeland security 
benefits, deployment of these systems has resulted 
in decreasing wait times and an improved travel 
experience. For example, Atlanta gate operators 
reported having reduced wait time for boarding 
international flights to an average of nine minutes.

MYTH 7: If your “faceprint” data is stolen, hackers 
or others can track you wherever you go.

FACTS: During electronic enrollment, a digital photo 
is translated into a numerical abstraction based 
on features of the face, creating a unique code or 
faceprint that is then associated with the identity in 
the database. The image itself is often not stored, 
offering greater security and privacy. From a techno-
logical standpoint, if the faceprint is compromised, 
the process cannot be reverse-engineered to 
create an image based on the unique code. It 
also generally cannot be used in a different system, 
since all facial recognition system providers use 
proprietary algorithms, which are not interoperable, 
to create and read the code, making it even more 
difficult for the data to be misused.

algorithm counterparts and found that highly trained 
forensic examiners performed best when supported 
by facial recognition technology and the most accu-
rate performance resulted when these efforts were 
combined. 

This means that in addition to automating an other-
wise manual process, facial recognition contributes 
to more accurate identification. Eyewitness identi-
fications in criminal investigations are notoriously 
prone to error; according to the Innocence Project, 
mistaken eyewitness identifications have been the 
key factor in 71 percent of wrongful convictions 
in the U.S. later overturned by DNA evidence. A 
blanket ban on the technology, which would force 
investigators to rely heavily on eyewitness identifica-
tions, actually puts community residents at greater 
risk of being “misidentified.” 

MYTH 5: Americans are generally fearful of facial 
recognition technology and want strict limits.

FACTS: There is evidence to suggest most Ameri-
cans have not accepted provocative claims about 
the technology. A rush to restrict facial recogni-
tion – while popular with some politicians – may 
not have robust public support. In a recent national 
survey of over 3,000 Americans, only 26 percent 
believed the federal government should strictly limit 
the use of facial recognition technology, dropping to 
18 percent if limits would come at the expense of 
public safety. 

MYTH 6: U.S. government facial recognition 
systems at airports are illegal and violate privacy 
rights.  

Responsible use of facial recognition technology 

means ensuring appropriate transparency and 

accountability measures, stakeholder education, 

privacy considerations and civil liberties protections. 

https://www.cbp.gov/travel/biometrics/biometric-exit-faqs
https://www.ibia.org/download/datasets/4279/IBIA-SettingTheRecordStraight.pdf
https://www.cbsnews.com/news/delta-americas-first-biometric-facial-recognition-airport-terminal/
https://www.innocenceproject.org/eyewitness-identification-reform/
https://www.datainnovation.org/2019/01/survey-few-americans-want-government-to-limit-use-of-facial-recognition-technology-particularly-for-public-safety-or-airport-screening/
https://www.datainnovation.org/2019/01/survey-few-americans-want-government-to-limit-use-of-facial-recognition-technology-particularly-for-public-safety-or-airport-screening/


Face Facts: Dispelling Common Myths Associated With Facial Recognition Technology8

Reasonable (and  
Unreasonable)  
Safeguards
SIA believes any effort to establish additional 
constructive rules should not unreasonably restrict 
use of modern technology tools that have become 
essential to public safety. Responsible use of facial 
recognition technology means ensuring appro-
priate transparency and accountability measures, 
stakeholder education, privacy considerations and 
civil liberties protections; however, agenda-driven 
proposals not based on sound information can 
easily become nonsensical or unworkable. For 
example, several policy proposals have included 
impractical or unwarranted use stipulation, like 
requiring probable cause before facial recognition 
can be used as an investigative tool. The problem 
is, without knowing the identity of the person 
sought (the reason to use facial recognition), 
establishing probable cause is impossible. Other 
proposals would limit the use of facial recognition 

searches only to subjects accused of “serious” 
crimes and/or to databases of mugshots only – as 
if some crime victims deserve only limited inves-
tigative resources and serious crimes are only 
committed by those with criminal records. Thus 
far, most of these proposals have failed at the 
state level.

Some policymakers and leaders in the tech industry 
have called for establishing a more consistent legal 
and regulatory framework that would reassure the 
public about how facial recognition technology is 
being used and ensure that accountability measures 
and use policies are being followed. U.S. tech 
industry leaders like Amazon and Microsoft have 
identified principles to guide potential new rules and 
legislation and product use and development. Safe-
guards are much more sensible that prohibitions, 
and policymakers should start with working towards 
greater transparency and accountability measures 
that will generate the data and insight needed for 
a more informed discussion on what additional 
policies may be prudent. Representing industry, SIA 
will continue to engage with other stakeholders in 
constructive dialogue on these issues.

https://aws.amazon.com/blogs/machine-learning/some-thoughts-on-facial-recognition-legislation/
https://aws.amazon.com/blogs/machine-learning/some-thoughts-on-facial-recognition-legislation/
https://blogs.microsoft.com/on-the-issues/2018/12/17/six-principles-to-guide-microsofts-facial-recognition-work/
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Examples of Facial  
Recognition  
Technology Uses 
Below are success stories demonstrating the 
value facial recognition can provide – the types of 
successes that would be prevented by arbitrary 
limits on the technology. 

Missing Children
Facial recognition technology has been used 
around the word to help locate missing children by 
efficiently searching for and matching images of 
missing children with photographs of known chil-
dren. For example, the National Center for Missing 
and Exploited Children has used facial recognition 
technology for years, and in 2018 the city of New 
Delhi launched a trial that was able to positively 
identify 2,930 missing children in just four days.

Border Security 
Under the Federal Aviation Administration Reau-
thorization Act of 2018, the Transportation Security 
Administration and CBP continue to have joint 
authority to collaborate on many biometric initia-
tives, including deploying facial recognition readers 
in more U.S. airports to check foreign travelers 
against their identifying travel documents, including 
passports and visas, to mitigate travel document 
fraud, a key element of terrorist strategies.

• Detecting Passport Fraud  
Within the first three days of deployment at 
Dulles International Airport, a man trying to use 
a fake passport was detected that would have 
easily gone undetected with visual inspection 
alone. According to CBP, use of the technology 
prevented 26 alleged imposters from entering 
the United States in a three-month span in 2018.  

• Faster Airport Processing for All 
The use of facial recognition at airports not only 
expedites the identification of fraudsters but 
also improves the speed of processing for all 
persons who go through security checkpoints. 
San Jose International Airport is reducing the 
length of lines at passport control by using 
facial recognition systems that can match trav-
elers to documents in less than a second. 

• Effective Facial Recognition at Land 

Borders 
Airports are not the only facilities at which 
people cross borders; those crossing land 
borders also need to be checked to ensure 
they are who they say they are. CBP uses 
facial recognition at its Port of San Luis border 
crossing and in February 2019 identified an 
alleged imposter trying to use a passport that 
didn’t belong to him – the latest of a number of 
imposters detected since the project began in 
late October.

• Secure and Rapid Sea Border Processing 
CBP has the same need to ensure security on 
cruise ships. Because of the number of people 
who board and exit cruise ships, it is crucial 
that any security system allow for rapid verifi-
cation of identity. Royal Caribbean Cruise Lines 
is implementing a facial recognition system 
that will provide the same secure and rapid 
border processing being deployed in some 
airports and is receiving “very positive guest 
feedback” from this initiative.

Confirming True Identity
Of course, border security systems are of limited 
value if documents themselves are authentic but 
fraudulently obtained. In conjunction with the 
federal government, states are improving their 
secure document issuance systems to ensure that 
people are who they say they are. These improve-
ments allowed the Arizona Department of Trans-
portation to identify a person with multiple stolen 
identities. Similarly, the Iowa Department of Trans-
portation identified a North Carolina prison escapee 
through facial recognition. A few years ago, New 
Jersey officials reported they had identified 69 
people attempting to fraudulently obtain driver’s 
licenses; New York has identified 4,000 fraudsters. 

Law Enforcement 
Law enforcement officials have benefited 
immensely from leveraging facial recognition tech-
nologies; here are a few examples of successes.

• Annapolis Capital Gazette Shooting 
In June 2018, a gunman entered the Annap-
olis Capital Gazette building and shot and 
killed five employees. Police sent an image 
of the attacker to the Maryland Combined 
Analysis Center, which helped identify him by 
comparing the photo to others in the Maryland 
Image Repository System.

https://www.cnn.com/2019/04/10/health/missing-exploited-children-technology/index.html
https://www.cnn.com/2019/04/10/health/missing-exploited-children-technology/index.html
https://www.independent.co.uk/life-style/gadgets-and-tech/news/india-police-missing-children-facial-recognition-tech-trace-find-reunite-a8320406.html
https://www.independent.co.uk/life-style/gadgets-and-tech/news/india-police-missing-children-facial-recognition-tech-trace-find-reunite-a8320406.html
https://www.travelpulse.com/news/airlines/facial-recognition-tech-catches-fraudulent-passport.html
https://www.defenseone.com/technology/2018/11/cbps-facial-biometrics-program-has-caught-26-alleged-imposters/152993/
https://www.sfgate.com/chris-mcginnis/article/San-Jose-Airport-facial-recognition-13127756.php
https://www.sfgate.com/chris-mcginnis/article/San-Jose-Airport-facial-recognition-13127756.php
https://fcw.com/articles/2019/02/21/cbp-facial-recognition-border.aspx
https://fcw.com/articles/2019/02/21/cbp-facial-recognition-border.aspx
https://fcw.com/articles/2019/02/21/cbp-facial-recognition-border.aspx
https://www.biometricupdate.com/201904/idemia-biometric-technology-selected-by-royal-caribbean-to-expedite-passenger-debarkation
https://www.biometricupdate.com/201904/idemia-biometric-technology-selected-by-royal-caribbean-to-expedite-passenger-debarkation
http://ktar.com/story/2119730/adot-says-facial-recognition-tech-led-to-southern-arizona-mans-arrest/
http://ktar.com/story/2119730/adot-says-facial-recognition-tech-led-to-southern-arizona-mans-arrest/
http://ktar.com/story/2119730/adot-says-facial-recognition-tech-led-to-southern-arizona-mans-arrest/
https://wcfcourier.com/news/local/crime-and-courts/suspected-nc-fugitive-from-s-caught-in-waterloo/article_cb4c10ba-e84c-5e5d-9395-ccfec0f78d83.html
https://wcfcourier.com/news/local/crime-and-courts/suspected-nc-fugitive-from-s-caught-in-waterloo/article_cb4c10ba-e84c-5e5d-9395-ccfec0f78d83.html
https://www.nj.com/news/2014/02/sixty-nine_fake_id_arrests_made_with_help_of_facial_recognition_technology.html
https://www.nj.com/news/2014/02/sixty-nine_fake_id_arrests_made_with_help_of_facial_recognition_technology.html
https://www.nj.com/news/2014/02/sixty-nine_fake_id_arrests_made_with_help_of_facial_recognition_technology.html
https://arstechnica.com/tech-policy/2017/08/biometrics-leads-to-thousands-of-a-ny-arrests-for-fraud-identity-theft/
https://www.usatoday.com/story/tech/talkingtech/2018/06/29/capital-gazette-gunman-identified-using-facial-recognition-technology/744344002/
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• Sexual Assault Cold Cases 
In 2017, the FBI deployed facial recognition 
technology to identify and apprehend a fugi-
tive accused of sexually assaulting a minor 
after matching a photo of the suspect with an 
acquired U.S. passport. The man was appre-
hended in Oregon after a 16-year manhunt. 
Similarly, in 2014, the FBI used facial recogni-
tion technology to help locate and apprehend a 
convicted pedophile who had been on the run 
for 14 years.

• International Law Enforcement 
Facial recognition is also used for cross-border 
criminal identification. Interpol’s facial recognition 
service was used to identify someone wanted 
for murder in the Czech Republic. He had evaded 
arrest for ten years until authorities in Argentina 
conducted a search using the service, identified 
him and made an arrest within 48 hours.

Fraudulent Activity 
Often, criminals acquire and present fraudulent 
identification documents to subsequently obtain 
access or services, such as unauthorized entry into 
sensitive areas, credit card and other debt obliga-
tions under other individuals’ identities, and fraudu-
lent access to Medicaid and welfare benefits. Facial 
recognition technology can be used to help identify 
individuals committing these types of fraud.

• Stolen Credit Card Mitigation 
According to the Arapahoe County Sheriff’s 
Department, an unknown woman pictured in 

surveillance photos entered a Colorado store 
and attempted to purchase items with a credit 
card stolen from a vehicle earlier that day. 
The transactions could not be completed, 
as the cardholder had already canceled the 
stolen cards. Checking the surveillance photos 
against a correctional mug shot database 
with the agency’s facial recognition applica-
tion revealed the identity of a high-probability 
candidate who is now under investigation for 
use of the stolen credit card.

Storefront Security 
Organized retail crime in the U.S., such as 
shoplifting and cargo theft, continues to rise. 
According to a 2018 survey bey the National 
Retail Federation, three out of four retailers 
report they have seen an increase in such crimes 
in the past year. Retailers who have integrated 
facial recognition technology have seen benefits 
in deterring these crimes. 

Mobile Banking
Apple cultivated a new era of mobile biometric 
authentication by replacing the Touch ID login 
feature with Face ID, which allows consumers 
to access their iPhones using their unique facial 
features. The seamless interaction between 
consumer and mobile device now enables the 
financial sector to channel the iPhone’s Face ID 
and conduct mobile banking transactions while 
instituting Apple’s biometric authentication 
feature. 

https://www.fbi.gov/news/stories/long-time-fugitive-neil-stammer-captured/long-time-fugitive-neil-stammer-captured
https://findbiometrics.com/interpol-facial-recognition-catch-fugitive-murderer-502124/
https://cdn.ymaws.com/www.ijis.org/resource/collection/93F7DF36-8973-4B78-A190-0E786D87F74F/IJIS_WP_LEITTF_FR_UseCasesRpt_20190213.pdf
https://cdn.ymaws.com/www.ijis.org/resource/collection/93F7DF36-8973-4B78-A190-0E786D87F74F/IJIS_WP_LEITTF_FR_UseCasesRpt_20190213.pdf
https://nrf.com/research/2018-organized-retail-crime-survey
https://nrf.com/research/2018-organized-retail-crime-survey
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